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An Interior Point Method for SVM 
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Optimization Problem 
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Optimality Conditions 



Interior Point methods 



A Newton step of IPM 



Solving the linear system  



Solving the linear system  



Forming storing inverting matrices  

Qi j = yi yjK(xi , xj )

Need to compute Q+D and solve a system of lin equation with it (factorize) 

Q is n£n, typically dense matrix  

Q+D has to be factorized at each iteration – O(n3) flops 



Scherman-Morrison-Woodbury formula 

k = the number of columns in V is the dimension of feature space - Á(x) 

O(n) O(nk) O(nk) 

O(k3) 

O(k2n) 

Per iteration complexity is O(nk2) and storage is O(nk) 



Return to the linear formulation 



Optimality Conditions 



Or in vector matrix terms… 



The Newton system 



The Newton system 



The Newton system 

or 



The Newton system 

or 
O(n3) 

O(nk2) 



Complexity 



Optimization methods for convex problems 
•  Interior Point methods  

–  Best iteration complexity O(log(1/²)), in practice <50. 
–  Worst per-iteration complexity (sometimes prohibitive) 

•  Active set methods 
–  Exponential complexity in theory, often linear in practice. 
–  Better per iteration complexity. 

•  Gradient based methods  
–                 or  O(1/²)  iterations 
–  Matrix/vector multiplication per iteration 

•  Nonsmooth gradient based methods 
–  O(1/²) or O(1/²2) iterations 
–  Matrix/vector multiplication per iteration 

•  Block coordinate descent  
–  Iteration complexity ranges from unknown to similar to FOMs. 
–  Per iteration complexity can be constant. 


